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e High-Performance Computing on Intel® Architecture

CAE Challenges

Shorten Design and Development Time

Shorten time-to-market

Reduce expensive and time consuming Sty
mechanical tests Solution:

Reduce material (costs, weight, new) High'Pe_rformance
Optimize specific features, e.q. Computmg (HPC)

Numerical analysis and simulations on
high-performance systems

Dynamics Increase Capacity
Increase Capability

» Statics

Kinematics
. * Better Flexibility
Aero & Hydro Dynamics More Cost Effective
» Safety Leverage Volume Ecomonics
* Temperature
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The Standardization Curve

Proprietary, s Industry
1 Experimental Standardization Standards
Cost
Infrastructure
Volume, TAM
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B

1960s  1970s 2000

HPC Systems 1970s 1980s 1990s 2000s
Processor proprietary proprietary COTS COTS
Memory proprietary proprietary COTS COTS
Motherboard | proprietary proprietary proprietary COTS
Interconnect | proprietary proprietary proprietary COTS
0S, SW Tools | proprietary proprietary proprietary COTS

COTS. Commeraal off the Shell (induslry standard)

-
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owing Popularity
of (smp-)Cluster Computing

The number of clusters in the
TOP500 has grown to nearly 20
percent, with a total of 93
systems. 56 of them are Intel
Architecture based.

8
~

2,304 Intel® Xeon™ 2.4 GHz processors
power this 5.69 TFlops supercomputer LOS ALAMOS BUILDS LARGEST

at Lawrence Livermore National Labs.

It rates as the fifth fastest in the world. INFINIBAND CLUSTER

SCIENCE AND ENGINEERING NEWS

112802
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. : Industry Standards
rroprigtary __j- Building Blocks for

Expensive Volume Economics

Processor -> Intel® Architecture
Architecture 2> Cluster of SMP nodes
0sS 2> Linux*, Windows*
Parallel API -> OpenMP*, MPI*
Performance -> following Moore’s Law
Costs 2> Affordable
i ntel ¢ " Capynght 2002.200% It Corporation All ights Resored. 7
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HPC Building Blocks

n

-~ M E G

-
In 3 *Other brands and names are the property of their respective owners
@ Copyright 2002-2003 Intel Corporation. All Rights Reserved. 8

M ﬂn Libraries Tools
Dolphin 2DiNSE || . '

K-1l-26



4" European LS-DYNA Users Conference MPP / Linux Cluster / Hardware I

Hﬁ E ‘_ N | 4 \ | >4 " High-Performance Computing on Intel® Architecture
Why Intel® Architecture is so attractive

T l

W 7]
|9 j=8
|5 g
c?:i Pentium® II % Fumre
| d‘: o Pentium® || O
Time Time
We are at an “Inflection Point”
and Paradigm Shift in HPC ...
Clusters of SMP nodes
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Economy of Scale

Performance
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4GB Memory 4-Way SMP System
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Driving The Change in Computing
Economics
10GHz
" 1Billion

o
L

Electronics, Volume 38, Number 8, April 19, 1965 trana'st; e Transistors
i
Pentium® 4 Processor 100,000,000 ~2007 (eSt.)
MOORE'S LAW Pentium# Nl Proceasor
Pantium® il Processor 10,000,000
Pantium® Processor
486™ DX Processar / B , 06 coo
S — - Enabling
4
- 100000 Peta-Flop
& 3?20t -
Bty Computing
- (_*‘VE’_;} 10,000
s "-:‘_H
e 1000
1970 1975 1980 1985 1990 1995 2000
www.intel.com/research/silicon
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Improving Performance

Intel Research & Development

Pioneering Innovation Through Technology Leadership

Silicon Microarchitecture Computing Software Cammunications
Technology & & Circuits Platforms Technology & Networking
Manufacturing
= Silicon Process  Micro-Architecture « Compilers
» Density » Execution Units, Caches - Libraries
* Frequency » Threading » Tools
* Manufacturing « Memory Subsystem « ISVs

e I/0-Subsystem
s System Architecture
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Intel® Architecture MP Server Processor
Roadmap

“Montecito”

i+130nm
i+ BMB iL3 cache
i +Intel® Itani\]mt'pf.'ijz
i { processor platform “Madison+"
“lntel® Itanium® | eacl o L TR
e | Intel® Hanium®
| { ' 2 Processor
+180nm [ (“Madi ")
-13MB iL3 cache ‘ Gatdieisil
Intel® Hanium® : :
2 Processor T—— + Intel® NetBurst™ mitroarchitecture
¢ Hyper-Threading Technology
» Large iL3 cache

« Intel® NetBurst™ microarchitecture !
* Hggar—?hraadjﬂg Technology i i

nm; 2MB iL3 cache i i
2002 2003 2004 2005
-
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NetBurst™ Hyper-Threading EPIC
Microarchitecture Technology Technology
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3.06GHz Frequency
512KB integrated L2-Cache
333MHz Front-Side Bus
Dual-Channel DDR-266 Memory

Xeon™ MP Server Processor
2.0GHz Frequency
400MHz Front-Side Bus
2MB integrated L3-Cache
4+ way SMP Support

-
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High-Performan omputing on Intel® Architecture

e reRrEIe
Are you ready? e B e
= é'.!‘ —

r, ]
The Intel Itanium’ processor family. M e oy
The next enterprise architecture. m [%F mis
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Application Area

Enterprise Resource Planning 4p SAP SD! 600 :,f;Fm ﬂ’fgpﬂ 43%
§ E Supply Chain Demand Planning 4p SAP APO-DP2 158K 15%
B8 Ondine Transaction Processing 4P TPC-C (TPC-CY® 87.7 w ASOMT etk
§ % On-line Transaction Processing 4P TPC-C ($/TPC-C)* $5.03 w 47%

Also #1

Secure Transactions 4P SPECweb99_SS1# 1888 2P & 1p 99%
§_ _, Matrix Mukiplication  32P Linpack® 1017 7%
= : o o PR —
E{_:g- Matrix Muttiplication Wlnpack 3534 (SO 2%
%g-_mng Point Computation  SPECTp_base2000” 1431 [N 17%

64P Stream Triad®

St TN i 53 b 3
03, Porsard mat or B2 o 10 PR

¢ s by e s Ky S T b or o JRE R OF coafursinn mey ik el partormaces. Ty ot conast
v wersica amiperay Fnreal 1) 5 MO IR o 3 16-TFe 3104
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® Architecture

**eodenarns

Next-Generation Itanium® Architecture Processor
130nm Process
410M Transistors
Up to 1.5GHz Frequency
6MB integrated L3-Cache
Pin-Compatible to Itanium® 2 Processor
Same Thermal Envelope
Low-Voltage Version (Deerfield**)

~1.3-1.5x faster than Itanium® 2
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Itanium® Architecture Systems

High-end Itanium® 2-based systems ...
>2X more than Itanium !

D] :@ HITACHI

invent

= NEC sgi

2P WS
Shipping
DP/1U 2Pl2U 4P/4U 4P/8P/16P 16P 32P 64/512P
2H2003 2P/ 2 1H2003 Shipping Shipping Shipping/2003
Shlpplng Shipping/ 2Q2003 N —
intel. S b .

High-Performance Computing on Intel® Architecture

The Moveis on ...

DLl FufiTsu

ARCHITECTURE \
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Itanium® 2 DP, 2u, E8870 System

“Tiger-2” platform (SR870BH
Q2’03 target availability
Madison/Montecito ready
1-2 CPUs

8 DIMM slots (16GB)

3 PCI-X slots

2GbE on board

2H2003
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g on Intel® Architecture

Scale-Out Scale-Up
(Cluster) (SMP, ccNUMA)
H_,H HEER H - .
H_EEEE =
HEEEN
EREN
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SMP Nodes

8u (1-8 CPUs) Scalable
4u (1-4 CPUs) Expandable
2u (1-2 CPUs) Dense

1u (1-2 CPUs) Dense

Blades Ultra-Dense
P ]
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64-512P Do more, better and
faster at lower costs.

Increase Capacity and
32p Capability

Scaling Out and Scaling Up

- Scaling Right
16P
pr ™

DP/1U DP/2U 4P/4U 4P/8P/16P
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Blade Clusters — The Next Wave?

» Range of compute performance Product concept:

available .
From initial release through first 9 compute blade and chassis
months

= 2-way Intel® Xeon™ processor blade

(1 slot)

* 4-way Xeon processor blade (2 slots)

« 2-way Itanium™ 2 processor blade (2
slots)

* Dual, redundant connectivity to
backplane for LAN

and storage networks
1 Gb Ethernet
2 Gb Fiber Channel

¢ 7U Chassis
28" Depth

* 14 Compute Blade Slots S
= Dual-Dual Star Backplane Topology =
* Dual, Redundant Power Supply Enablmg
* Dual, Redundant Blowers 1 TFLOP in one Rack.
l nU *Other brands and names are the property of their respeclive owners
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High-Performa mputing on Intel® Architecture

Modular Scaleable Computing

Processing Memory /0 Storage

Flexible and Balanced Solution
using Industry Standards
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Interconnects

100Mbit/s, 1000Mbit/s Ethernet
10Gbit/s Ethernet

GigaNet*

sCI* i 2

Myrinet* » -

QsNET* . ”
Infiniband* Dolphin - Myrinet

Crossbar (proprietary)
[cc]NUMA (proprietary)

r 4
~cr- PCI> ,
EXPREss | future
PCIPCI-X based

-
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Interconnects

Bidirectional bandwidth
Optimization in
collaboration

=] — =Y —L | =SCALI[38smBE ="
1.2GB/s "

multi-rail
on ltanium® 2

MEis

over 800 Mbytes/sec bandwidth and 8.7 microsecond latency
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INFINIBAND

ISCSI

PCI >> Site to Site Blade to Chip to Chip

EXPRESS Data Center | Bieite Add-in Cards

to Data Center

SERIAL
Ethernet
~* Serial InfiniBand*
P itétgfhed : & !
=9 PCI Express*
l nU *Other brands and names are the property of their respective owners
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Software Development Tools

SW Products Developer Services

Performance
Libraries tinwies
WTune™
Performance
Analyzer
e e | [
I“te@ 2475 T B EvS Gammg erpeence i -
Tllreading “;"..‘xfr‘ft
]ools E - LU hat T Tish
www.intel.com/products/software www.intel.com/ids
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* The Economics of High-Performance Computing
have changed.

High-Performance Computing solutions must
track Moore’s law to be viable.

Intel is playing a key role in accelerating HPC
solutions for science, engineering and business
with open commercial off the shelf technology
leadership.
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